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Key concept Definitions

Definition: Big Data refers to extremely large datasets that may be analyzed
computationally to reveal patterns, trends, and associations, especially relating

to human behavior and interactions.

|« Processing Performance Y + Data Availability |

« Curse of Modularity = Real-Time
Process./Streaming

= Concept Drift
* Independent and
Data Collection

+ Class Imbalance
« Curse of Dimensionality
+ Feature Engineering

+ Non-Linearity Id_enl_ically .
« Bonferonni’s Princi Dls?nbuled Random and Utilization
Variables in Amazon's

Customer-centric
Ecosystem

e Variance and Bias

/= Data Provenance

* Data Uncertainty

= Dirty and Noisy
Data

* Data Locality
» Data Heterogeneity
= Dirty and Noisy Data

5\/s of Big Data: Volume, Retail giants like Amazon use Big Data to analyze
customer purchases, searches, and online behavior

Velocity, Variety,
to personalize shopping experiences and improve

Veracity, and Value. . .
service delivery. [,
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Big data and loT

The management and analytics of big data generated from loT

sensors deployed in smart buildings pose a real challenge in
today's world.

The duology of lol and, near real-time big data management

and analytics is complex in nature. There is a lack of integratea
and coherent frameworks today

A clear need for an lol focused Integrated Big Data

Management and Analytics framework to enable the near real-

time autonomous control and management of smart
ouildings.
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Interconnection of Digital Twins and Big Data

Dicital Twing levverace Rig Data
for enhanced nredictive
Analvtice by titilizina vact
AMoliNnte of real-time and
Nistorical data to aimiilate
flitiire conditions and Mmake

iNnformed decisions.

Fxamnbple Intirban nlannina Diaital Twing of cities
intearate Ria Nata from traffic natterns weather
conditions and nontilation dvnamics to optimize

energy usage and reduce congestion.

(Sotirce -
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Generic data management system in smart building

1. Infrastructure level of the input data

* Represents all the data sources generated by the connected objects in the building
such as energy consumption, humidity level, indoor and outdoor temperature,
number of alarm activation and deactivation, etc...

2. System infrastructure level

* Represents the core of the intelligent system since it allows the collection,
processing, and merging and storage data in a NoSQL database.

* Allows use of data for knowledge extraction through data mining algorithmes,
automatic learning through ML algorithms or simply offering reporting services

3. Service layer (smart building context)

* Represents the list of services offered by the system to building managers, residents

and energy suppliers
SmartlAlins



Big Data management conceptual workflow

loT sensors
(in the smart building)

loT
Sensors

Generation of a lot of
data at a high velocity,
comprising big data.

Big data management

Analytics

Analytics

Sourcing, storage, and
distribution of data

Real-time (or near Real-
time):

1. On-Demand
2. Continuous

Finding patterns and
valuable insights using
various analytical
technigues and
algorithms

End user
interface

Smart
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Big Data management conceptual workflow

Building connected sensors Aquisation, preparation and storage data system Smart application system
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Key Big data tools and technologies
(in particular utilized with loT data)
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Hadoop Distributed File System (HDFS)

* Overview: primary data
storage system used by
Hadoop applications.

* Key Features:

* Employs a NameNod/DataNode
architecture to implement a
distributed file
system=>provides high-
oerformance access to data
across scalable clusters

* Data written on server once,
then read/reused.
NameNode—>keeps track file
data location in each cluster.

HDFS architecture

Metadata (name, replicas, ...):
/home/foo/data, 3, ...
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Apache Spark

Overview:
Open-source distributed computing system for processing large data sets rapidly
Unified analysis engine handling structured, semi-structured, and unstructured data.
Used to analyze the data generated by lol sensors
Key Features:
In-Memory Processing:
Whereas Hadoop reads/writes files to HDFS, Spark processes data in RAM using a concept known as Resilient Distributed
. Dataset (RDD]
deal for real-time processing applications (e.g. financial fraud detection, sensor data analysis, recommendation systems]
Compatibility:
Works on Hadoop Distributed File Systemn (HDFS), supporting both real-time and batch mode.
Multiple APIs and libraries, including Spark SQL for structured data, Spark Streaming for real-time data, and MLIib for ML.
Programming Language Support:
Supports Java, Python, Scala, and R, making it accessible to a wide range of developers.
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Spark Streaming

e Extension of the core
Spark AP

 Process real-time data
from various sources
including Kafka, Flume,
and Amazon Kinesis.

e Processed data can be
oushed out to
filesysterms, databases,
and live dashboards.

« Key abstraction: a
Discretized Stream
(Dstream)—2>represents a
stream of data divided
iNto small batches.
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Apache Kafka

Overview:

Open-source distributed event streaming platform initially developed by LinkedIn, later donated to Apache
Software Foundation.

Designed for handling high-performance real-time data streams with features for publishing, subscribing, and
processing log streams.

Key Architecture:
Distributed, Partitioned, Replicated Registry:

Allows multiple producers and consumers to interact with the same topic in a scalable and fault-tolerant
manner.

Data stored in Kafka topics, which can be partitioned for scalability and performance.
APIs and Tools:

Provides producer API, consumer API, and Kafka Streams API for building real-time data processing
applications, messaging systems, or event-driven architectures.

Use Cases:

Widely used in various industries such as financial services, social media, e-commerce, and lol for its scalability,

reliability, and fast real-time data management.
SmartlAlins



Apache Flume

Overview:
* Distributed, reliable, and available service for log data.
* Efficiently collects, aggregates, and moves large volumes of diverse data

Key Features: <
* Data Ingestion: = | N
* Sensors data ingested into HDFS through Flume's pipelines. -~ rgont E=E®
* Handles batched and streaming data - logs, lof, financial data W

* Efficient Data Movement:
* Facilitates seamless flow of data types.
* Transfers data to a centralized location for streamlined analysis.

Strengths:

* fault-tolerant tool with failover and recovery mechanisms.
* Simple, extensible data model for online analytical applications.
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REST API

Overview: REST AP!layer facilitates standardized communication between systems. Enables integration of Digital Twin Front End
with third-party applications.

Key Features:

1. Simplicity and Ease of Use:
Utilizes straightforward design with widely accepted HTTP methods.
Supports standard data formats like JSON or XML for developer convenience.

2. . Platform and Language Independence:
Based on universally supported HTTP protocol.

. Ensures compatibility with various platforms, programming languages, and devices.

3. . Flexibility and Modularity:
Promotes software development flexibility by exposing specific resources through well-defined endpoints.
Facilitates easy upgrades and addition of new features without impacting the overall system.

Applications:
4. Seamless System Integration:
Fnables integration of Digital Twin Front End with third-party applications.
5. , Additional Sensor Integration:
Simplifies the process of incorporating additional sensors by leveraging API-generated data format compatibility.
6. ., Handling Substantial Data Volumes:
In complex scenarios w/ substantial data volumes, specialized strategies related to Big Data principles
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PostgreSQL

* Open-source relational database management system
* Highly reliable, scalable, and extensible
* SUpports multiple programming languages

* Advanced features: concurrency management, full-text
search, triggers, JSON support

* Runs on various platforms (Windows, Linux, macOS, Unix)
* Powerful for diverse applications
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Reference Architecture for loT-Enabled Smart Buildings

* Data Source: |ol sensors (oxygen sensors, smoke detection
sensors, light sensors) generate data.

« Data Ingestion/Storage: sensors send the data to 2 sinks:

1. Apache Flume'ingests data into HDFES over TCP.
2. Elasticsearch indexes the sensor streaming data to be visualized

* Data Analysis and decision-making: Apache Spark algorithm
Using PySpark for near real-time analysis.

1. While MQTT is popular for o] data, Flume chosen for direct data ingestion into HDFS. Smartlins



Reference Architecture for loT-Enabled Smart Buildings

 Smart Building Control: PySpark Algorithm -
orocesses data from various lol sensors—> enaple
decision-making for the effective management of 3
smart building services/devices (e.g. HVAC, lights,
and alarms)

* Various messages were printed on the terminal
screen simulating the feedback actuation behavior.  essaas

Data Ingestion

* Example 1. Low luminosity activates lights in specific Y
locations < e .
* Example 2: Low oxygen concentration triggers HVAC
System. I
* Visualization of data (stored in HDFS):near-real data
visualizations in Kibana, Power Bl dashboards for
the |ol data visualization v

-
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Reference Architecture for loT-Enabled Smart Buildings

loT sensors

kibana

loT sensors

Luminosity loT sensors

Parking spaces loT sensors

Garbage loT sensors

Web Scrapping

Open Data r, _‘ﬂ & outhon
(R & pothon |
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